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ABSTRACT
The increasing significance of data mining in many application domains of computational technology has resulted in a considerable body of work concerned with designing architectural models and collections of reusable software components to allow for more rapid deployment of data mining methods wherever they are deemed useful. Early work involved integrating machine learning algorithms and knowledge management features into class libraries; more recently the data mining research community has progressed towards application frameworks, which are based on the notion of a reusable high-level design rather than specific algorithms. Smart Archive provides such a design, fine-tuned for applications that process continuous measurements and make use of historical data. In this paper a pre-existing foundational framework is extended with a new layer of services and the overall system architecture established by the framework is examined. Two case studies drawn from diverse application domains—steelmaking and personal fitness products—are presented in order to validate the proposed design. The case studies show that Smart Archive is beneficial in integration, coding and testing tasks and suitable for both online and batch processing and for both localized and distributed applications.
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1 Introduction
The advantages of high-quality application frameworks are widely recognized in the field of software engineering [1]. While obviously not a silver bullet, and although there are many development situations in which using a framework is not appropriate, the significance of application frameworks in general is not really contestable. A well designed and well implemented framework that is well suited to the task at hand can considerably boost the development effort by allowing the software engineers to concentrate on the details of their particular objective rather than dwelling on the basic mechanics common to a whole class of applications.

One class of software that has lacked dedicated framework support is that of data mining applications. Naturally, general-purpose frameworks can be used to support the development of such applications, but there has not been much work on frameworks targeting the field of data mining applications specifically. Between library-based bottom-up solutions such as Weka [2] and XELOPES [3] on the one hand and packages of generic mining tools such as SPSS and ODM on the other, there is no established layer of object-oriented top-down approaches to building tailored data mining software. This is a significant deficiency: algorithm libraries, while potentially very useful, do not reduce the effort required by the creation of the execution logic of an application, whereas ready-to-run packages are too rigid for many purposes, as they bind the user to a predefined set of ways to manipulate and visualize data and models.

This paper is concerned with Smart Archive (SA), a component-based framework implemented in Java. It has been created as a response to the lack of frameworks designed specifically for programming data mining applications. It extends the work reported in [4], which introduced the key requirements and architectural design decisions of Smart Archive but made little headway into finer details. In this paper we establish a more detailed view on SA by taking a closer look at a few key points of class-level design and by introducing certain architectural concepts that did not appear in the introductory paper.

As described in [4], Smart Archive applications are made up of independent components coupled together with pipes. Each component, representing a step in the data mining process, encapsulates a filter, which transforms data passed to the component, and possibly a sink, which persistently stores data transformed by the filter. The network of components and pipes forms a refining chain (or more generally, a directed acyclic graph) that accepts raw input data at one end and produces interpretable results at the other. A central portion of the chain is devoted to similarity-based selective storage and intelligent retrieval of history data—the archive itself.

The previously reported version of SA explicitly implemented the static arrangement of filters, sinks and pipes. The runtime dynamics of the framework were, however, left largely implicit and therefore up to application code. In this paper we
• show how a new layer of execution logic and various services for data mining application programming can be built on top of the framework of components and pipes,

• present a parallel distributed architecture for a complete data mining application in which the processing chain communicates with three other main system components: a database, an input receiver and a user interface backend.

Section 2 reviews previous work related to Smart Archive and shows how a framework with the characteristics of SA contributes to the palette of available infrastructural solutions for data mining. Section 3 presents our extension of the Smart Archive concept discussed in [4]. Section 4 recounts how the extended design was used to implement two data mining applications for evaluation purposes. Section 5 discusses evaluation results and projected future developments. Section 6 concludes the paper.

2 Motivation and Related Work

Given the already formidable and constantly increasing significance of data mining in many branches of science, engineering, business and industry, it is not surprising that several software architectures and libraries designed to support data mining have been developed. This section reviews these existing concepts and products along with the primary design objectives of Smart Archive, showing how SA is distinguished from its peers and occupies a niche of its own among them.

The leading motivation and design principle of SA is the process-oriented view of data mining illustrated in Figure 1. This view emphasizes the process of mining a collection of data on the one hand and the process of developing a data mining application on the other. The long-term goal of SA is to cover both these dimensions of data mining equally. In the current version the data mining process is more fully realized, but new developments that will address the software development process are already underway.

In the existing literature there are examples of data mining application frameworks designed for more constrained domains such as manufacturing systems [5] and text mining [6]. More generic views such as [7] tend to be more abstract as well, offering concepts rather than code. The SA approach is to combine concreteness with genericness in a software framework that makes few assumptions a priori regarding application domain.

The algorithm-centered approach to creating reusable building blocks for data mining applications provides many examples of mature developments. Early efforts in the field of data mining libraries include MLC++ [8] and MKS [9], the former of which at least is still publicly available and supported. Among more recent entrants Weka [2] and XELOPES [3] are prominent.

Figure 1. A simplified linear view of the processes involved in data mining, depicted as orthogonal dimensions. A full coverage on both axes is sought in the development of Smart Archive.

A module-centered approach has been adopted in D2K [10], Knime [11] and YALE [12], all of which provide a graphical user interface for manipulating data mining components. They share with Smart Archive an architectural model based on pipelining and reusable components, but SA trades off the convenience of a graphical editor for the greater flexibility and versatility of hands-on programming. Here again, SA takes the middle road, allowing the construction of fully tailored (in terms of user interfaces, for example) standalone applications while still providing considerable support in terms of application logic. Obviously, data mining libraries can be used in conjunction with SA, and a graphical application builder for SA could be implemented. In fact, the master view in Figure 2 (explained in Section 3) is a provision for just such a builder.

3 Structure and Services

Figure 2 shows the overall arrangement of top-level components in an SA-based information system. The core of the system is the component labelled 'Data processing', which is where the data passes through the network of filters and pipes and is transformed from raw input into interpretable results on the way. This component is fed by 'Input reception', which interfaces with the actual data sources and hands over their yield to the data processing component as it becomes available. At any point in the processing chain the transformed data can be written into the database, and at any point in the processing chain previously stored data can be retrieved from the database.

The 'UI backend' component is a server that acts as an interface between user interface views and the data processing component. One of the views is the master view that controls the framework itself, while other views control and visualize individual applications. There is no theoretical upper limit to the number of views the backend can serve. Currently the backend provides only certain rudimentary functions for controlling application threads, implemented in the master view as textual commands. Future developments will enhance the UI portion of the framework.
Figure 2. A top-level view of the system architecture of Smart Archive. The three main parts of the SA framework are drawn as boxes.

Figure 3. A layered model of the composition of Smart Archive. Application logic is coded at the two bottommost layers, whereas user interfaces are created at the two topmost layers.

with more advanced features.

Between them the input reception, data processing and UI backend components comprise the bulk of application logic in a Smart Archive application. The three top-level components are executed as parallel threads, independent of one another except when they synchronize to exchange data or instructions. The database may reside on a remote machine, and so may the user interface views. The data sources may be anything from sensors producing the data in real time to another database of previously gathered observations set aside for later use.

Another way to view the Smart Archive architecture is to model it as a set of layers as in Figure 3. The layers are progressively closer to the user of SA from bottom to top so that the top layer represents those parts of the overall system that are immediately visible to the user. In terms of Figure 2 the two upper layers form the user interface portion and the two lower layers form the data reading and processing portion. Application-specific code conforms to the API defined by the data transport framework layer and employs functions provided by the data mining services layer. In [4] the emphasis was on the data transport framework layer; in this paper we concentrate primarily on the data mining services layer.

The backbone of the subsystem concerned with accepting and processing input, as shown in Figure 4, consists of three classes: InputReceiver, which interfaces with data sources, ExecutionGraph, which encapsulates the network of pipes, filters and sinks, and MiningKernel, which mediates between the two. InputReceiver, in its main loop, retrieves input from data sources (1.) and hands it over to MiningKernel (2.), where it is placed into queues, one queue per input channel. Meanwhile, the main loop of MiningKernel takes data out of the input queues (3.), hands it over to ExecutionGraph (4.) and instructs ExecutionGraph to process it (5.). Thread boundary lies between InputReceiver and MiningKernel, with synchronization taking place by means of a concurrent access manager object residing within MiningKernel.

Although ExecutionGraph assumes principal responsibility for application execution once it has received the input data, the role of MiningKernel does not end there. The basic unit of data in Smart Archive is a data item, simply a set of $N$ named values where $N$ is the number of data variables. MiningKernel extends each data item by adding a set of control variables alongside the data variables. The control variables include timestamps as well as tag fields that help manage the data as a series of sequential groups of data items. This reflects the orientation of SA toward the mining of time series data, in which the data representing a single real-world entity is a sequence of observations rather than an individual observation. An individual observation, on the other hand, can be treated as a time series consisting of just one observation.

MiningKernel also offers a variety of services that are frequently useful in building application components. Most importantly, many components need to communicate with a relational database via a data sink, and MiningKernel supports this in two ways. First, it serves as a database connection manager, handing out connections at request and closing them when they are no longer needed. Second, it can automatically generate database table definitions from variable specifications. This ability reduces significantly the amount of manual coding required to set up a data sink that uses a database for persistent storage.

The construction of a Smart Archive application always follows the same general pattern. First, the filters and data sinks to be used are created and packaged as components. Next, these components and the pipes connecting them are registered with ExecutionGraph. One of the components is designated as the starter, which is the first component to be processed on each iteration of the MiningKernel main loop. Inputs to the starter component are specified in MiningKernel and an InputReceiver instance capable of supplying those inputs is created and set up. Carrying out this standard process can result in diverse types of applications, as illustrated in the next section.
Figure 4. The main processing cycle of Smart Archive. Data flows are represented by solid arrows and control flows by dotted arrows. Control flows \{1, 2\} and \{3, 4, 5\} form two subcycles that are executed in parallel threads.

4 Two Application Cases

The first application constructed using the current version of Smart Archive is a system that accepts measurements from a steel production line as input and uses them to predict the yield strength, tensile strength and elongation of steel plates. It can also be used to train new models to replace the old ones when they no longer perform up to standards. The application is a subsystem of a work-in-progress system for supporting deployment and maintenance of predictive models at a steel mill.

The application consists of seven logical components, shown in Figure 5. The components are arranged into two processing sequences, corresponding to the two main functions of the application: prediction and training. In practice many of the logical components do not map directly into concrete SA components; the training tasks, for example, involve iterating two components in a closed cycle until a convergence condition is satisfied. The depiction of data flows is similarly simplified: intermediate results are actually written into the database at several points so that the sequence may be resumed at a later time instead of starting over from source data.

A thing worth noting here is that the SA application model as realized in ExecutionGraph does not actually allow deviations from the directed acyclic graph (DAG) model such as those used in model training. However, such deviations can be implemented by switching between different execution graphs, using a sink and an InputReceiver as the interface that mediates the switch. This allows the restrictions imposed by the DAG model to be circumvented without binding filter classes to contingencies of application structure, which would disturb their cohesion and therefore hurt their reusability.

It may be desirable to have this type of application do its processing either online, with every item of input data being processed as soon as it has been generated, or in batches, with new data being retrieved at regular intervals or upon user command. Both processing modes can be easily implemented in Smart Archive: the InputReceiver thread can be allowed to run indefinitely for online processing, or it can be made to terminate instantly once a batch of input has been delivered to the application. The MiningKernel thread can be suspended when there is no use for it and revived when there is new input data available for processing.

The second application is a multi-process distributed system for processing signals recorded from human subjects during physical exercise. Each process is an application instance: one broker, running on a desktop workstation, and several functionally identical workers, running on high-performance computing servers. The processes are largely independent of each other, communicating only indirectly through a shared data repository. Figure 6 illustrates this arrangement.

The input to the broker application is a time series, which the application breaks down into manageable chunks. These are then placed into the shared repository. The worker applications, when idle, poll the repository at steady intervals for new entries. If a worker finds one, it will tag it as ‘being taken care of’ so that other workers will not accept the job. The worker will then retrieve the chunk of data from the repository and process it further. Finally, the worker will yield the results of its computation, tag the processed entry in the shared repository as ‘all done’ and then proceed to scan the repository for another chunk of input.

A distributed system was deemed appropriate for this task because it was possible to break down the work to be done into independent units that can be executed in par-
5 Evaluation and Future Work

First of all it is worth noting that each of the case-study applications is a useful and important deliverable in a research and development project, not a contrived example of no practical consequence. Statistical regression modelling in steel production is a technique of considerable potential, as [13] clearly demonstrates. Methods for mining physical activity data, in turn, are necessary for the creation of advanced fitness products whose capabilities extend beyond simple monitoring and tracking functions. The inherent ability of Smart Archive applications to interface with data sources enabled sufficient coordination between processes, eliminating the need to define a message-based communication protocol for the purpose.

## 6 Conclusion

Smart Archive is a data mining application framework based on the pipes-and-filters architectural style. Smart
Archive applications are composed of independent components connected by pipes. Each component contains a filter for transforming data and optionally a data sink for storing results. Data is refined in a stepwise manner as it passes through the network of filters, each of which performs a data mining task such as preprocessing or classification.

The work reported in this paper built on an introductory paper in which the static structure of a Smart Archive application was presented. A new layer of functionality, referred to as data mining services, was implemented on top of the original pipes-and-filters architecture or data transport framework. The purpose of the new layer is to support Smart Archive application development by assuming control of application execution and by providing services that are useful in component programming.

The overall system architecture of a Smart Archive application has a star topology, with the data processing components at the center. These communicate with an input reception component, an application database and a user interface backend. Most of the application logic involved in executing an SA-based system is contained in three classes, ExecutionGraph, MiningKernel and InputReceiver. The features and interactions of these classes were discussed in some detail. Two realistic example applications were then described, illustrating the ability of Smart Archive to support such activities as reusable component programming and distributed computing.

Based on experience from the development of the example applications, the suitability of Smart Archive for implementing data mining solutions for diverse application domains was evaluated. The results encourage further development and trials, as the framework was found to support application integration, coding and testing in helpful ways. Immediate concerns for future modifications include facilities for using algorithms implemented on platforms other than Java.
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